Clustering Logistics Facilities in a Metropolitan Area via a Hot-Spot Analysis
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Abstract

Hot spots can be described as the high attraction points. Defining the hot spots and clustering approaches in a metropolitan area helps to provide solutions for balancing the freight flows between the sub-areas in the city center. It also helps to provide solutions for secondary problems, such as traffic congestion and air pollution. The technique assists decision-makers in making inferences about the city’s future and taking precautions for sustainability. In this paper, a geographic information systems (GIS) analysis tool, spatial statistics based on the Getis Ord* statistics, is used to illustrate which part of Istanbul has hot spots. The hot spot identification is based on logistics activities at the locations of the logistics facilities. The outputs of the analysis are discussed within the context of logistics costs and environmental effects.
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1. Introduction

Network models can be seen as hard-to-solve problems, even under restrictive assumptions. On the other hand, logistics networks in metropolitan areas are formed by even more sophisticated structures, due to a larger scale than the studied problems. This may cause problems, because of the uncertainties which are not taken into consideration in the theoretical studies. This is owed to the limitations, such as the amount of the demand, supply nodes, and regulations. The reasons for the regulations can be seen as reasonable, due to the problems faced by a metropolis, such as traffic congestion and environmental concerns.

Another aspect of the complexity is the expected service levels by citizens in a metropolis that stems from fast city life. The stated conditions produce the necessity for a good management of supply chains for companies. On the other hand, for sustainable cities, city management should be in charge of regulating the flow distributions in the
city borders to avoid the negative impacts mentioned previously. To control for these
difficulties and to achieve sustainable city management, it is of great importance to
better understand how these activities take place on the plane.

Companies should take cost issues into consideration to provide for sustainability,
while city managers should prepare the infrastructure of the cities to meet these
expectations. In the literature, logistics costs are taken into consideration with multi-
dimensions, such as distance, time, composition, transshipments, and decomposition
(Hesse and Rodrigue, 2004). The centralization literature also focuses on the same
issues to minimize inventory costs and travelled distances (Eppen, 1979). Within the
management literature, many studies have illustrated that the centralization of the
inventories has positively affected the financial status of the companies.

Centralization studies first appeared in the 1960s in textbooks (Brown, 1967;
Starr and Miller, 1962). Not long afterwards, the square root law was proposed to
express how centralization decisions affect inventory costs (Heskett et al. 1973).
According to the law, firms can save up to 78% of their inventory cost by centralizing
their 20 facilities into 1 facility.

The formal proposition of the square root law was conducted by Maister in the
mid-1970s (Maister, 1976). Following the Maister study, Eppen proposed the newsboy
problem framework and found that the total inventory level was lower than the
decentralization system (Eppen, 1979). Ballou found that the centralization effect
illustrates variety according to the focused sectors (Ballou, 1981). The following studies
focused on the risk pooling and lateral shipments concept (Jonsson and Silver, 1987;
Lee, 1987; Tagaras, 1989). Later, portfolio effect is been studied as another
centralization topic (Tallon, 1993). Within this context, centralization of the facilities
can be taken as an evaluation topic of city management to reach the cost objectives of
the companies. To reach this aim, optimization approaches and clustering algorithms
can be taken as a solution tool for mapping the logistics activities and determining the
logistics centers.

Satisfying the customer service level and maximizing the total profit of the firms
can be seen as conflicting objectives; thus, companies and city managers should take
advantage of all of the analyzing tools to better understand and solve the conflict. There
are different approaches available to overcome the mentioned trade-off between
objectives, such as multi-objective approaches and information technologies. Different
approaches can be modeled to represent the real system to determine how to build the
companies’ logistics network. They can also be used to determine how the specialized
packages of the known geographic information systems (GIS) software can track the
vehicles of the companies and manage the existing structure. Before deciding on how to
approach the problem, the decision environment should be evaluated.

In addition to the stated studies which used mathematical approaches to evaluate
the logistics costs, information systems, such as GIS, can be used with clustering
algorithms for city management issues. There are different spatial calculation abilities
available, such as the distance based algorithms. There are also different statistical
analyses available, such as the calculation of the densities and hot spot analysis.
Euclidean analysis approaches are generally used in a suitability analysis to determine
the locations of the facilities (Sen, et al. 2011); on the other hand, hot-spot analysis is
used to determine hot-spots statistically under Moran’s I and Getis Ord’s statistical
background to order the sub-areas of the study area. These sub-areas can be used to locate the hot-spots of the focused activities, such as logistics freight.

As mentioned in the previous paragraphs, there are different approaches to manage logistics activities. In this study, we focus on the centralization of the logistics facilities and its cons and pros. There is also an example to illustrate how logistics facilities can be clustered with GIS; thus, spatial statistics approaches are taken into consideration to better understand how the logistics activities are sprawled on the plane in the metropolitan area and truck parking spots are accepted as the origin of the logistics flows. These facilities are used for city planning to determine where to site a logistics center. The application stands as the first example of the clustering of the logistics facilities in a metropolitan area in a centralization concept. Thus, the paper proposes an information technique for both a city management and logistics management issue.

The structure of the rest of the paper is as follows. In the following section, the specialties of the study area and the data are taken into consideration in detail. In addition, why this area and the selected dataset was used for the analysis is discussed. In the third section, the used technique’s background and its steps are expressed. The fourth section is devoted to illustrate how the analysis is performed in the study area. The final chapter, the conclusion, includes the final discussion and summarization of the study.

2. Study Area and Data

This chapter provides information about the focused study area and what kind of data is needed to be used for a hot spot analysis. In following section, the characteristics of the transportation and freight in Istanbul will be explained. In the following section, the data types used and the data gathering process will be discussed.

2.1. About the Study Area

Cities can be classified into tourism destinations and industrial centers. These classifications have different decision environments for decision-makers, due to their logistics activities. In the case of cities that fit into the mentioned classification, it is relatively easy for policy-makers to discuss what the goals of city management are and determine the regulations. There are also mediocre cities, which cannot fit into a category, and include both tourism and industry functions in their borders, which makes their structures relatively sophisticated, according to others. Decision-makers in these cities deal with the environmental consequences of the industrial facilities, such as air pollution.

Within this particular study, Istanbul, the most crowded metropolis in Europe, according to its population size, is selected as the study area. Istanbul is a mediocre city which attracts millions of tourists every year with its historical background. Istanbul is also the center of industrial activities in its region. In addition, there are many ongoing multi-billion dollar projects aimed to increase the economical attractiveness of the city. As a result of these investments, it is expected that the complexity of city management will increase.

The distribution of the goods in metropolitan borders requires city logistics to answer the demands of over thirteen million people. This is done with firms’ own vehicles or third party logistics firms with decentralized warehouse network structures, which negatively affects the existing traffic problem in Istanbul.
On the other hand, the European Union (EU) is the biggest economic partner of Turkey. Its demand is mostly met by road transportation and maritime transportation with RO-ROs. In addition to Istanbul’s economic relationship with the EU, Istanbul is a natural bridge between Asia and Europe, and transportation cannot be conducted without using inner city highway lines. Owing to the high transportation demand on the motorway network, the city is faced with high traffic congestion and air pollution.

2.2. Data

In this study, the clustering of the logistics activities in the metropolitan area, considering the geographic aspects, is the focus. It is also aimed at focusing on the logistics costs, traffic congestion and air pollution. To decrease the different logistics costs, such as transportation, cycle stock, and safety stock (Chandrasekhar Das and Tyagi, 1997), centralization can be used (Eppen, 1979; Heskett et al. 1973; Maister, 1976). Consequently, a hot spot analysis is applied to map the hot spots of the logistics activities in the metropolitan area. To perform a hot spot analysis and map the logistics activities in the study area, the origins of the logistics flow-ins are accepted as truck parking locations.

Based on the proposed methodology, discussed in the next section, there is a data requirement to represent real transportation network systems in GIS. The Istanbul Metropolitan Planning (IMP) department provided the raw data for the truck parking addresses, company names, and number of owned trucks by each company, as well as the parking capabilities of each truck parking spot. The gathered data was converted into vector data to better represent the real system on GIS and a geographic database, which contains the geographic locations of the truck parking spots and the other non-spatial features of the point data.

In addition to the logistics facilities, different data were needed, such as the districts of the study area, the borders of the freshwater reserves and the sea borders, to illustrate the logistics densities in the study area. The Istanbul region was separated into 967 sub-areas, according to the hotspot analysis and the borders of the sub-regions of the city. The spatial and non-spatial data of the logistics facilities were then spatially joined in the created city map. The sub-regions of the study area and the locations of the truck parking areas are represented in Figure 1.
3. Methodology

Hot spot analysis is a spatial statistics method used for statistically finding the hot or cold spots on the plane or for clustering the separated sub-groups of the study area based on a spatial autocorrelation and Moran’s I structures. In addition to the harmony of this technique with the proposed methodology, there are existing studies based on hot spot analysis for different research applications. The technique used the GIS abilities to determine the traffic accident hot spots of Afyonkarahisar city (Erdogan et al. 2008).

In Levine’s study (Levine, 2006), they used a spatial autocorrelation structure and hot spot analysis for crime mapping. GIS was used to identify hot spots for pedestrian-vehicle crashes with 13 years of gathered data under spatial correlation, Moran’s I, and Getis-Ord Gi * rules (Truong and Somenahalli, 2011).

Moran’s I index is needed to measure the spatial autocorrelation to examine the spatial patterns of the study area. Moran’s I measures the similarities of the attributes and calculates an index which consists of location proximities. There are different approaches to measure the location proximities; the zone of indifference is one of the options for a calculation. The stated index can be calculated using Equation 1, where \( w_{ij} \) is the proximity weight of location \( i \) and location \( j \) (where \( w_{ii}=0; x_i \) is the severity index at location \( j \); \( x \) is the global mean value; and \( n \) is the total number of focused locations) (Truong and Somenahalli, 2011).

\[
I = \frac{n \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} (x_i - \bar{x}) (x_j - \bar{x})}{(\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij})(\sum_{i=1}^{n}(x_i - \bar{x})^2)} \tag{1}
\]

Moran’s I’s statistical significance can be calculated via z-score methods. In Equation 2, the expected values (E [I]) for a random pattern, the variances (VAR [I]) are used. The mathematical representation of the Z-score is:

\[
Z = \frac{I - E (I)}{\sqrt{VAR (I)}} \tag{2}
\]

The appropriate distance threshold value should be found where the spatial autocorrelation is maximized, since each data point is analyzed in terms of its neighboring data points, as defined by a distance threshold. To reach the maximum value, the spatial autocorrelation tool should be performed several times. The changes in the z value should be observed empirically. The Z-value illustrates whether the data is clustered or randomly distributed on the plane with a determined significance level.

The Getis-Ord statistic (Getis and Ord, 1992) is used for specifying hot spots. A high value Getis-Ord statistic expresses the hot spots; whereas a low value illustrates the cold spots. The mathematical definition of the Getis-Ord Gi* statistic is given in Equations 3 and 4:

\[
G^*_i (d) = \frac{\sum_{j=1}^{n} w_{ij} (d) x_j}{\sum_{j=1}^{n} x_j} \tag{3}
\]
4. Application

There are several steps and different calculations to reach the hot spots in GIS/SA; they are described in the methodology section. For this step, ESRI’s ArcGIS software’s spatial statistics toolbox is used for the analysis. The study area is separated into 967 parts, according to the borders of the districts of Istanbul, to determine which districts are the hot or cold spots, as related to their logistics activities. To cluster the separated districts according to the volumes of the logistics activities, a shape file is created. The shape file consists of the number of the logistics facilities and the number of trucks of these companies in each district. After creating the geographic data for the analysis, the z values and the Moran’s I for the threshold distances are calculated to determine the maximum z score, where the spatial autocorrelation is maximized. The changes of the z scores are searched for through 23 iterations of Moran’s I; these findings are presented in Table 1. The proper threshold distance was found to be 9150 meters; this value yields the best z score, 8.174. It also illustrates the statistically clustered pattern of the facilities.

<table>
<thead>
<tr>
<th>ITERATION</th>
<th>DISTANCE (M.)</th>
<th>Z SCORE</th>
<th>SIGNIFICANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>0.307</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>0.567</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>1500</td>
<td>3.212</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>2500</td>
<td>5.939</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>3500</td>
<td>6.696</td>
<td>0.01</td>
</tr>
<tr>
<td>6</td>
<td>4500</td>
<td>6.881</td>
<td>0.01</td>
</tr>
<tr>
<td>7</td>
<td>5500</td>
<td>7.502</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>6500</td>
<td>7.325</td>
<td>0.01</td>
</tr>
<tr>
<td>9</td>
<td>7500</td>
<td>7.288</td>
<td>0.01</td>
</tr>
<tr>
<td>12</td>
<td>9000</td>
<td>7.744</td>
<td>0.01</td>
</tr>
<tr>
<td>12</td>
<td>9150</td>
<td>8.174*</td>
<td>0.01</td>
</tr>
<tr>
<td>13</td>
<td>9200</td>
<td>8.169</td>
<td>0.01</td>
</tr>
<tr>
<td>14</td>
<td>9250</td>
<td>8.134</td>
<td>0.01</td>
</tr>
<tr>
<td>15</td>
<td>9350</td>
<td>8.069</td>
<td>0.01</td>
</tr>
<tr>
<td>16</td>
<td>9500</td>
<td>7.996</td>
<td>0.01</td>
</tr>
<tr>
<td>17</td>
<td>9750</td>
<td>8.092</td>
<td>0.01</td>
</tr>
<tr>
<td>18</td>
<td>10500</td>
<td>7.893</td>
<td>0.01</td>
</tr>
<tr>
<td>19</td>
<td>12500</td>
<td>7.563</td>
<td>0.01</td>
</tr>
<tr>
<td>20</td>
<td>15000</td>
<td>5.628</td>
<td>0.01</td>
</tr>
<tr>
<td>21</td>
<td>17500</td>
<td>4.143</td>
<td>0.01</td>
</tr>
<tr>
<td>22</td>
<td>20000</td>
<td>3.521</td>
<td>0.01</td>
</tr>
<tr>
<td>23</td>
<td>25000</td>
<td>0.924</td>
<td>0.01</td>
</tr>
</tbody>
</table>

After reaching the threshold distance with the pattern analyzed, ArcGIS’ Getis Ord Gi* tool is used to calculate the statistical significance based on the districts’ cluster orders. The results of the Getis Ord Gi* analysis are presented in Figure 2, which...
is performed with the threshold distance values and is 9150 meters when the Euclidean distances are used for the analysis and for the conceptualization of the spatial relationships based on the zone of indifferences. In the map, the clustered districts illustrate the performances of the alternative locations, whose convenience is researched for the new facility.

Figure 2: Illustration of the hot spots in the study area

5. Conclusions

To build a sustainable city management structure, an accurate data evaluation should be conducted by the policy-makers of the regional management. Accordingly, all possible analytic techniques are needed to better understand the effects of the sprawling of the facilities. Within this context, spatial relationships can be used for logistics planning, due to its effects on traffic congestion, air pollution, company cost issues and competitiveness issues. In this paper, we used a spatial statistics technique in mapping logistics activities for the first time in the literature to illustrate how logistics activities are actualizing.

The study had two primary goals. The first goal focused on mapping the logistics activities and determining the hot-spots in a metropolitan area, where policy-makers need quantitative tools when they face difficulties in measuring actual activities in the region due to a lack of data technology, such as creating an O-D matrix between regions. The other goal was evaluating a spatial statistics analysis tool, such as a centralization methodology, instead of following the existing literature, which is based on optimization models under limited suppliers, origins or demands, and destination constraints.

In the paper, an actual evaluation was conducted based on spatial statistics methods to better understand how logistics activities are sprawled on the plane. GIS’ spatial statistics tool was used to determine the hot spots and cold spots in the focused region. This was done according to the locations of truck parking spots and the capacity of parking areas; these locations are related to their effects on traffic and logistics flows. Accordingly, a geographic database was created for the analysis. The necessary data was gathered from the regional authorities, the logistics companies’ locations, and the logistics companies’ non-spatial specialties, such as parking capacities, number of
trucks, and number of employees. After the data was collected, a hot spot analysis was performed. The hot spots were then determined (Figure 2). In the analysis, the z values and Moran’s I for the threshold distances were searched to determine the maximum spatial autocorrelation result. While searching for the highest value of the z, the analysis was performed 22 times. The highest z was found with a 9150 meter threshold distance, where it reached the value of 7996, a statistically clustered pattern.

There were many goals for this study. The first goal of the study was to explore how the hot-spots can be detected in metropolitan areas via GIS abilities. This goal is related to create information about flows between regions, which is generally too expensive to track for decision-makers. Using the hot-spot analysis, it is possible to make some interference to discuss how the activities are sprawled on the plane. With the calculated statistical hot-spots, it is possible to rank the sub-areas. The ranking values can be used in multi-criteria approaches for decision-making applications; the results of the hot-spot analysis can be integrated with an overlay tool in GIS for the different analysis outputs to create new suitability maps with priority levels for the calculation of each map (Onden et al. 2012; Onden et al. 2012; Sen et al. 2011).

The second objective is that the paper discusses how the hot-spot analysis can be used as a centralization tool for logistics activities. The existing literature illustrates that the centralization of the inventories provides benefits to company costs (Ballou, 1981; C. Das, 1975; Eppen, 1979; Maister, 1976). Due to this proven positive impact, this approach has also been applied to the city management with centralization of the main logistics facilities to decrease the total traveled distances by trucks. This can result in cost minimization. It can also decrease the relative impacts, such as carbon emissions and traffic congestion. The primary structure of the analysis is to detect the main hot-spots in the study area with the selected weight values. The output of the analysis illustrates that the logistics activities are clustered, according to the Getis Ord Gi* and Moran’s I approaches.

The study area consists of 7 sub-areas, according to the statistical rules (Figure 2). The number of classifications can be changed easily. The highest level of the logistics activities found can be changed statistically, if necessary. That is why the application can be used as a location selection and evaluation technique. The study focused on the logistics activities, according to the strategic aspect. However, if a location of the facility is searched by a company, a similar study could be conducted to determine the suitability background.

The discussed method is useful for mapping the current status of the cities. However, there might be a necessity to make interferences to better understand how the sprawl changes. At that point, a sensitivity analyses should be performed. These approaches generally discuss the what-if questions with different scenarios. Within this context, due to the similarity in their outputs, a sensitivity analysis (Delgado and Sendra, 2004; Panell, 1997) for a multi-criteria spatial analysis (Chakhar and Mousseau, 2007; Jankowski and Richard, 1994; Karnatak et al. 2007; Vahidnia et al. 2009) can be taken into consideration to create the scenarios. For our study, creating expected parking lots with their weights might be an example of the previously discussed evaluation tool. The output of the sensitivity analysis can create the opportunity to determine how the logistics activities in the cities might illustrate a variety with their new locations.
All in all, in the paper, how logistics activities can be illustrated and how the output of the discussed method used in decision-making processes is expressed. One example case for the method was analyzed for a better understanding. Then, the outputs of the analysis were discussed. The usability of the method in centralization studies and multi-criteria decision-making processes is then argued.
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